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Brief summary of accomplished results: 

We developed and validated a VGG-16 model to automatically classify eye malignancy with 
achieved classification correctness of 0.72 in training and 0.59 in validation.  

Research report: 

Aims (provided by PI): 

To use a machine learning algorithm to identify and classify cutaneous eyelid lesions based on 
external clinical photographs. 

Data: 

Clinical photographs of full faces of patients and pathologic “truth” were collected for 1339 
patients.  

AI/ML Approach: 

In this study, a VGG-16 model was implemented for eye malignancy classification – each two-eye 
(left-right combined) image was classified as malignant or benign. Training/validation split was 
80%/20%. 

Experimental methods, validation approach: 

 Data Preparation  
Data preparation or pre-processing is an essential step in any machine learning study. In order to 
focus on eye area, we identified and then cropped each of the two eye areas (left eye, right eye) 



for each patient and resized it to the size of 234x234. After preprocessing, we got 1104 images 
(315 malignant/ 789 benign). 
 
 
 
 
 
 
 
 
 
Figure 1. cropped areas of different groups (1st row: benign; 2nd row: malignant) – Removed for 
Web posting. 

 

Image classification 

The VGG-16 is one of the most popular pre-trained models for image classification; its 
architecture is shown in Fig. 2.  

 

 Figure 2. VGG16 architecture [1] 

  



Results: 

The original data is unbalanced dataset. We created a balanced dataset by upsample: 1034 images 
(554 malignant/480 benign) for training and 156 (77 malignant/79 benign) images were used for 
validation. The accuracy of VGG-16 model to automatically classify eye malignancy was 0.59 in 
the validation group and F1-score was 0.61. The confusion matrix is [tn, fp, fn, tp]=[37,42,25,52]. 

In future study, ground truth (malignancy) of each eye, lesion location and patients’ clinical 
information are needed to improve clarification accuracy. 

 

 

 

 

 

 

 

 

 

Figure 3. Examples of eye malignancies classification. 1st row: all malignant and all correctly 
labeled; 2nd row: all benign and all correctly labeled; 3rd row: all malignant and incorrectly labeled; 
4th row: all benign and incorrectly labeled. Removed for Web posting. 
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